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Tech Policy Press is tracking laws and regulations, along with government investigations and litigation, that will shape the rules
and accountability for tech companies. You can click on an item for more information and use the ‘filter bv' tool to narrow down

the list by topic, governmer
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Legislative Tracker on Tech Policy

POLICY TRACKER
Overview of Project
US V. GOOGLE LLC / STATE OF ¢
Since summer 2023, organizers from Cambridge L -

, and Integrity Institute have been collaborating on data-

building initiatives around major policy (legislation, investigations,

and litigation including antitrust, consumer protection, and tech/data
regulation) happening at the US federal and state level. We recognize
that different civil society organizations are building disparate
trackers, and we see a great opportunity to explore ideas and
models to collaborate on infrastructure and data gathering in an

effort to enhance the field's efforts

This project is a continued work in progress with opportunities to

contribute over the next few months
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Policy Tracker

CEPA's Transatlantic Tech Policy Tracker charts the key tech policy and business developments

Tech Policy Press is tracking laws and regulations, along with government investigations and litigation, that will shape the rules around the globe, From antitrust to telecommunications and artificial intell igence to European
and accountability for fech companies. You can click on an item for more information and use the ‘filter bv' tool fo narrow down digital regulation, this interactive tool allows users to search and find news items compiled since
the list by topic, governmer| 5 2
e E! Home About People Membersl| the beginning of 2020.
Integrity Institute 1ssuES
Antitrust: The set of policies designed to preserve business competition in specific markets
Artificlal Intelligence: The actions that impact the use of Al in the commercial and public spheres.
Content Moderation: The set of corporate and government actions designed to limit information published, processed, or consumed online.
Cybersecurlty: The actions relating to the security and the vulnerabilities of cyberspace, including cyberattacks and new attempts at cyber resilience.
Data Privacy: The set of practices tackling individual rights in the digital world and organizations' use of personal data.

3 l S k E-commerce & Fintech: The set of policies impacting the access to products through digital markets
Lepislative TraCKET OF to e cmmes riwoiiiewimgd oo poickeaned i io-oiog e ameconomv
Emerging Technologles: The developments relating to digital and physical technologies with scalable transformational potential, such as blockchain or quantum
computing
EU Digital Regulation: All legislative efforts by the European Union and its bodies to regulate, reorganize, or impact the digital technology sector
Ove I’View Of PFOJ ect Private Enterprise: The set of strategic decisions made by leading tech companies to impact a desired market

& The related to the restriction, expansion, or building of connectivity and digital infrastructure.

US Digtal Regulation: Al legal developments in the United States regulating, reorganizing, or impacting the digital technology sector.
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. ) . . . Ireland’s Data Protection Commissioner (DPC) opens an EU-wide investigation on
and litigation including antitrust, consumer g’g';qbe' 4 E‘;g‘g:jfyeg“‘a"°”' privacy violations related to Ryanair's use of facial recognition technology to verify
a

i " customer bookings.

regulation) happening at the US federal an d

n e 3 The European Court of Justice (ECJ) that Meta cannot use personal data from

that different civil society organizations are Sg“j‘be' s E:gf:jfyeg‘”a““' public sources outside its platform for targeted advertising, following a case on transfer
a
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models to collaborate on infrastructure and data gathering in an

effort to enhance the field's efforts

This project is a continued work in progress with opportunities to

contribute over the next few months
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To help people:

Orient themselves in the space of policy options.
Surface under-explored areas.

Think strategically about which approaches are
most likely to work.

Find language + framings that are less ideological.



The New Chicago School

Architecture

FIGURE 1

Lawrence Lessig, “The New Chicago School”, The Journal of Legal Studies (1998)



The New Chicago School

O

FIGURE 1

Lawrence Lessig, “The New Chicago School”, The Journal of Legal Studies (1998)
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Background

Regulate Design, not Speech

Home > Minds and Machines > Article

Regulation by Design: Features, Practices,
Limitations, and Governance Implications [ = R

Open access | Published: 17 May 2024

Volume 34, article number13,(2024) Cite this article

New Directions in Information Technology Law: | EN 2 LG) DYSL@H ML) SRS TSSO T ———

Learning from Human Computer Interaction ARGUMENT

International Review of Law, Computers and Technology, 2017, Forthcoming
L. Laws regulating digital product design do not categorically implicate
the First Amendment, and courts routinely uphold them. ........c..c.c......... 5

Nov 2016 - Last revis:

Lachlan Urquhart o ’ 3 5 5
Unive ,1;, of S«_‘ burgh - School of Law; Horizon Digit II.  Digital product design regulations like those in the AADC do not
e implicate the First Amendment because they target functional

: design, not expressive activity.

University of Nottingham - School of Computer Science
Date Written: November 7, 2016 DE] . At most, functional design regulations result in minimal, incidental
impacts on expressive activity, and intermediate scrutiny would

Abstract p
apply to such regulations.

Effectively regulating the domestic internet of th loT) requires a turn to technology design. However, the
role of designers as regulators still needs to be situated. By drawing on a specific domain of technology The rule Netchoice secks, and the District Court accepted, would
. $ S, S y 3

h mputer interaction (HCI), we unpac H n h can offe
- n}:'u:'lhm:;;‘;H‘,”c{;ﬁtjé,:OCLC i uc:.p? :En ;ﬁ—co‘rﬂijsp;m,E“” bl L o infringe on the States’ power to protect the health and wellbeing

perspectives on the regulatory challenges of the domestic loT. Our HCI concepts e us towards of childrcn. ..................................................................................................... 21
social context of technology. We argue that novel regulatory strategies can emerge through a better A . .
understanding of the relationships and interactions between designers, end users and technology. . The Court should reject Netchoice’s ahistorical and unworkable
Accordingly, closer future alignment of IT law and HCl approaches is necessary for effective regulation of First Amendment standard for functional dcsign rcgulation
emerging technologies.

CONCLUSION

CERTIFICATE OF.COMPLIANGE . ...cisismmitsisinimaitosmmtiiimiss bt 30
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AFFORDANCE

Account
Creation

Content
Creation
(organic, ads)

Content
Viewing

Private
Messaging

AREA OF IMPACT

Authenticity &
Trust

Child Safety

Misuse

Harmful
Content

Copyright

Manipulation

Addiction

Security

Social Media as Architecture

REGULATORY APPROACHES

Ban online impersonation ==-CA PC §582.5 (2011) =-TX PC §33.07 (2011)

Require account validation (analogous to Know Your Customer rules [30]; can use third-party
identity verification services) « Delays or rate limits for new accounts [31] » Require proof of
personhood [32, 33]

Age restrictions or verification @@ DSA Art. 35 (2022) = COPPA (2013) ==-UT SMRA (2024)
==_FL HB 3 (2023) « Parental controls @@ DSA Art. 35 (2022) =-UT SMRA (2024)
Parental controls 2 KOSA (2023)

Suspend users who “frequently provide manifestly illegal content” @@ DSA Art. 20 (2022)

Ban terrorism @ TCO (2021) == PATRIOT Act (2001) « Ban Child Sexual Abuse Material

@@ Dir. 2011/93 (2011) == Tit. 18 Ch. 110 (2024) ==-CA AB-1394 (2023) - Ban sex trafficking
@@ Dir. 2011/36 (2011) == FOSTA/SESTA (2017) « Limit content flagged by trusted parties

@@ DSA Art. 22 (2022) - Limit content posted by repeat offenders @ DSA Art. 23 (2022)
Reporting abhorrent violent conduct « Timely removal or blocking of unlawful content « Require
third-party access to content for research « Automatically filter content (w. classifiers
hash-sharing databases [34] , [35])

Ban distribution of copyrighted works @ Dir. 2019/790 (2019) = DMCA (1998)

Clearly label ads @@ DSA Art. 26 (2022) « Require truth in advertising @ 2005/29 (2005)
& FTC Act §52 (1994)

Ban dark patterns @ DSA Art. 25 (2022)

Let users place limits on access, time spent, autoplay etc. [36] or restrictions on public access
to like/share buttons [37, 38]

Mandate encryption backdoors for law enforcement [l 9093/24 (2024)




AFFORDANCE

Account
Creation

AREA OF IMPACT

Authenticity &
Trust

Child Safety

Misuse

Account Creation

REGULATORY APPROACHES

Ban online impersonation #=-CA PC §582.5 (2011) #=-TX PC §33.07 (2011)

Require account validation (analogous to Know Your Customer rules [30]; can use third-party
identity verification services) « Delays or rate limits for new accounts [31] » Require proof of
personhood [32, 33]

Age restrictions or verification @l DSA Art. 35 (2022) == COPPA (2013) ==-UT SMRA (2024)
== _F| HB 3 (2023) + Parental controls @@ DSA Art. 35 (2022) ==-UT SMRA (2024)

Parental controls 2 KOSA (2023)

Suspend users who “frequently provide manifestly illegal content” [ DSA Art. 20 (2022)




AFFORDANCE

Account
Creation

AREA OF IMPACT

Authenticity &
Trust

Child Safety

Misuse

Account Creation

REGULATORY APPROACHES

Ban online impersonation #=-CA PC §582.5 (2011) #=-TX PC §33.07 (2011)

Require account validation (analogous to Know Your Customer rules [30]; can use third-party
identity verification services) « Delays or rate limits for new accounts [31] » Require proof of
personhood [32, 33]

Age restrictions or verification @l DSA Art. 35 (2022) == COPPA (2013) ==-UT SMRA (2024)
== _F| HB 3 (2023) + Parental controls @@ DSA Art. 35 (2022) ==-UT SMRA (2024)

Parental controls 2 KOSA (2023)

Suspend users who “frequently provide manifestly illegal content” [ DSA Art. 20 (2022)

> FINRA RULES > 2000. DUTIES AND CONFLICTS
2090. Know Your Customer

The Rule Notices

Every member shall use reasonable diligence, in regard to the opening and maintenance of every accoul
essential facts concerning every customer and concerning the authority of each person acting on behalf of s

* « » Supplementary Material: ----------——-

.01 Essential Facts. For purposes of this Rule, facts "essential" to "knowing the customer" are those required
customer's account, (b) act in accordance with any special handling instructions for the account, (c) understar
person acting on behalf of the customer, and (d) comply with applicable laws, regulations, and rules.

Adopted by SR-FINRA-2010-039 and amended by SR-FINRA-2011-016 eff. July 9, 2012.




AFFORDANCE

Content
Viewing

AREA OF IMPACT

Manipulation

Addiction

Content Viewing

REGULATORY APPROACHES

Clearly label ads @ DSA Art. 26 (2022) » Require truth in advertising @@ 2005/29 (2005)
= FTC Act §52 (1994)
Ban dark patterns @@ DSA Art. 25 (2022)

Let users place limits on access, time spent, autoplay etc. [36] or restrictions on public access
to like/share buttons [37, 38]




Content Viewing

AFFORDANCE AREA OF IMPACT REGULATORY APPROACHES

Content Manipulation Clearly label ads @ DSA Art. 26 (2022) » Require truth in advertising @@ 2005/29 (2005)
Viewing = FTC Act §52 (1994)
Addiction Ban dark patterns @@ DSA Art. 25 (2022)

Let users place limits on access, time spent, autoplay etc. [36] or restrictions on public acces:
to like/share buttons [37, 38]

__| think this news
Is accurate.

Removing Rule-breaking Reminder of Norms Moderation Tool for Ban Accuracy Prompts Labeling misleading
Comments ] t Appeals RedL _posting of fak content

IVIC SIGNA Welcome: Invite Participation | Understand: Show reliable IGNA
Welcome: Ensure user safety e IGNA information Undk I: Show reliable

information

o = [ Welcome: Ensure user safety ] ¢ ‘
‘ (s

@ Validated & Validated «.3 Convincing «.3 Convincing «.3 Convincing




AFFORDANCE

Recommender
Systems

AREA OF IMPACT

Mental Health

Social Trust

Recommender Systems

REGULATORY APPROACHES

Require a ranking option that doesn't rely on user profiling @@ DSA Art. 38 (2022) « Ban
engagement-based ranking for minors ®=-NY SAFE for Kids Act (2024) « User controls: Make
the main parameters that influence users’ feed accessible and modifiable to some extent

@@ DSA Art. 27 (2022)

Protecting children exposure to harmful content #-CA CAADCA (2022) « Design
requirements for kids = KOSA (2023) * General design standards (Neely Center Design
Code, Prosocial Design Network, Calm Technology) *« Require certain metrics to be included
with A/B tests (analogous to drug or medical device trials [39])

Taking preventive and reactive measures to mitigate risks of illegal or manipulative use of the
services @ DSA Art. 34 (2022)

Have recommender system promote highly-ranked content systems [40] « Nudge users before
sharing [41,42] - Nudges for users to pay attention to accuracy [41]



Recommender Systems

AFFORDANCE AREA OF IMPACT REGULATORY APPROACHES

Recommender  Mental Health Require a ranking option that doesn't rely on user profiling @@ DSA Art. 38 (2022) « Ban
Systems engagement-based ranking for minors ®=-NY SAFE for Kids Act (2024) « User controls: Make
the main parameters that influence users’ feed accessible and modifiable to some extent
@@ DSA Art. 27 (2022)

Protecting children exposure to harmful content #-CA CAADCA (2022) « Design
requirements for kids = KOSA (2023) * General design standards (Neely Center Design
Code, Prosocial Design Network, Calm Technology) *« Require certain metrics to be included
with A/B tests (analogous to drug or medical device trials [39])

Social Trust Taking preventive and reactive measures to mitigate risks of illegal or manipulative use of the
services @ DSA Art. 34 (2022)
Have recommender system promote highly-ranked content systems [40] « Nudge users before
sharing [41,42] - Nudges for users to pay attention to accuracy [41]

1V > cs > arXiv:2402.06831

Computer Science > Social and Information Networks
[Submitted on 9 Feb 2024]

What We Know About Using Non-Engagement Signals in Content Ranking
Tom Cunningham, Sana Pandey, Leif Sigerson, Jonathan Stray, Jeff Allen, Bonnie Barrilleaux, Ravi lyer, Smitha Milli, Mohit Kothari, Behnam Rezaei

Many online platforms predominantly rank items by predicted user engagement. We believe that there is much unrealized potential in including non-engagement signals, which can improve outcomes both for platforms and for societ
daylong workshop with experts from industry and academia, we formulate a series of propositions and document each as best we can from public evidence, including quantitative results where possible.

There is strong evidence that ranking by predicted engagement is effective in increasing user retention. However retention can be further increased by incorporating other signals, including item "quality” proxies and asking users wh:
level” surveys. There is also evidence that "diverse engagement" is an effective quality signal. Ranking changes can alter the prevalence of self-reported experiences of various kinds (e.g. harassment) but seldom have large enough
like user 1, well-being, 1 etc. to be in typical User controls over ranking often have low usage rates, but when used they do correlate well with quality and item-level surveys. There was no

impact of transparency/explainability on retention. There is reason to believe that generative Al could be used to create better quality signals and enable new kinds of user controls

Subjects Social and Information Networks (cs.SI)
.4.3

ACM classes: H.3.3;

Cite as arXiv:2 1 [es.S1
(or arXiv:2402.06831v1 [es.S] for this version)

hitps://doi.org/10.48550/arXiv.2402.06831 @
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Social Media as Market
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Information

Information As a Factor of Production

WALTER R. KENDALL
COLLEGE OF BUSINESS ADMINISTRATION
UNIVERSITY OF NORTHERN COLORADO

C. RICHARD SCOTT
COLLEGE OF BUSINESS AND ECONOMICS
RADFORD UNIVERSITY

ABSTRACT

the special characteristics of it make it unigue. The thrust of this paper

inforf
com
speci
are dj

INTRODUCTT

Given the inj
tries, itis critical t
in development

Information As A Factor Of Production

Andrew Berczi
Wilfrid Laurier University

. part of the production process can bri
d.

i sasmoeranmy sumed per se, must be converted into desired
Some articles in this journal are clearly outputs. These inputs, in economics, are called “fac-
intended to be models of hnu things could % tors of production” and they may be combined in
various ways and proportions in order to bring about
y the desired output: the product. The process of con
technique for determining elasticity of de- version is determined by the so called “production
mand in a given markel ticle is in- function” which is normally depicted by a single
tended to fill an entirely different role. In it, mathematical relationship between output and in-
Hu author suggests that consideration should puts showing the output rate as a function of the in-
n to thinking in terms of another fac- put rates of the various inputs.*

tor of production: information. There i def- RTRODUCTION
initely no consensus on the issue. There are
those 10ho clesrly belleve information is a The production function concept is a very simple

% factor of production, and that much greater model of reality, but it allows us to understand and

attention to (1) developing it consciously as appreciate the role, the relative contributions, and

the interrelationships of the various components
great reuw: . and (2) explicitly pricing in- ] h effectiveness of this for-
formation is important for - f production should represent
iency in the modern produc .. :  and a collectively exhaustive

Markets for Information Goods

Hal R. Varian
University of California, Berkeley

April 1998 (revised: October 16, 1998)

Contents

Contents
Definition of information good
Information as an economic good
Information as experience good
o Previewing and browsing
o Reviews
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Returns to scale
Information as a public good
o Economics of intellectual property
o Software patents
Other ways to deal with exclusion
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Piracy
International concerns

Overload
Business models
Institutions
Bibliography

Much has been written about the difficulties that *“information” poses for
neoclassical economics. How ironic that ICE--information, communication, and
entertainment--now comoprises the laroest sector in the American economv. If




Attention

Karthik Srinivasan’

Paying
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University of Chicago

Booth School of Im\mv\\
December 18, 202

The Economics of Attention
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‘0 Working Paper |
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Date Written: 2023
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Abstract

Attention

asingly prominent role Abstract

pivotal resource in the \Ddfll' econor

summa €se€arch or n (lOT‘ﬂ both ogy and economi ng a par

A new theoretical model is developed which describes the structure of competition for

iY\phES s on its capacity to explain numerous documented violations of classical economic theory. W El‘a[‘

attention

propose promising new directions for future research, including attentior y, the recent

economyqd  The Economics of Content Moderation: Evidence from

proliferation of attentional externalities introduced by digital technology, the potential for artificial

potential

,and other endogeno| ~ Hate Speech on Twitter

intelligence to compete with human attention, and the significant role that boredom, curios

motivational states play in determi attention.

how people alloca

Keywords: attention, motivation, behavioural bias, information, learn ng, education, art ficial intelligence,

machine learning, future of work

onomics; University of Chica

CONSUMER SURPLUS

Social media platforms ban users and

emove posts to moderate their content. This "speech policing” remains
controversial because little is known mout its consequences AP(‘ the costs ar‘d b(l CT“ V‘! d\

individuals. | conduct two pre-registered field experiments o effect of moder
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INTERVENTION

Taxes +
Subsidies

Controls
(ceilings, floors)

Direct
Provision

Ratings

Property
Rights

Social Media as Market

DESCRIPTION

Tax or subsidize to
internalize externalities of
information production or
consumption.

Place a ceiling on the
attention required to ‘buy’
or access information.

Place a floor on the
quality of information
required to ‘buy’ or access
attention.

Government provision of
information.

Government provision of
attention.

Rate quality of information
providers.

Rate quality of attention
providers.

Grant rights to those
infringed by the exchange
of attention + information.

REGULATORY APPROACHES

Tax platforms, or digital ad revenue specifically, to redistribute income (e.g., to fund
journalism) ==-CA AB 2829 (2024) ==-CA SB1327 (2024) or according to the
externalities they cause [102, 103]

Require that ads be clearly labeled @@ DSA Art. 26 (2022) « Ban dark patterns
@8 DSA Art. 25 (2022)

Ban terrorism @ TCO (2021) == PATRIOT Act (2001) « Ban Child Sexual Abuse
Material @@ Dir. 2011/93 (2011) == Tit. 18 Ch. 110 (2024) ==-CA AB-1394 (2023)
Ban sex trafficking @@ Dir. 2011/36 (2011) == FOSTA/SESTA (2017) « Require truth
in advertising @@ 2005/29 (2005) == FTC Act §52 (1994)

Ban doxxing « Require fairness or balance 2E fairness doctrine [104]
& equal time rule [105]

Public service media (e.g., 2= PBS) « Weather forecasts 2 NOAA -« Public health
advice (e.g., = healthcare.gov) * Emergency information (e.g.,
== FEMA Flood Maps)

Co-opt communications infrastructure to notify everyone of emergencies
== FCC Emergency Alerts System

Fact checking « Domain-level reputation ratings (NewsGuard [106], Media Bias/Fact
Check [107])

Platform brand safety ratings (MRC Accreditation [108]) « Industry
self-accreditation [109]

Rights for owners of intellectual property @ Dir. 2019/790 (2019) == DMCA (1998)
« Rights to privacy @ GDPR (2018) « Rights to have personal data erased — “right
to be forgotten” @ GDPR Art. 17 (2018)



Taxes + Subsidies

INTERVENTION DESCRIPTION REGULATORY APPROACHES

Taxes + Tax or subsidize to Tax platforms, or digital ad revenue specifically, to redistribute income (e.g., to fund
Subsidies internalize externalities of journalism) #=-CA AB 2829 (2024) ==-CA SB1327 (2024) or according to the
information production or externalities they cause [102, 103]
consumption.




Taxes + Subsidies

INTERVENTION DESCRIPTION REGULATORY APPROACHES

Taxes + Tax or subsidize to Tax platforms, or digital ad revenue specifically, to redistribute income (e.g., to fund
Subsidies internalize externalities of journalism) #=-CA AB 2829 (2024) ==-CA SB1327 (2024) or according to the
information production or externalities they cause [102, 103]
consumption.

. Computer & Communications
CCI Industry Association ccianet.org = CCIAnet

California SB 1327

Tax on Digital Advertising Revenue to Fund Journalism

On May 16, 2024, Sen. Steven Glazer and 7 co-authors in the California Senate amended SB
1327, a bill that imposes a “data mitigation extraction fee” on digital services and funnels
collected taxes to qualifying publications or broadcasts in the state. A non-comprehensive
summary of significant elements of the proposed legislation and the digital ad tax follows:

Covered Entities: Who is subject to requirements in this proposal?

e The proposal excludes news media entities and includes taxpayers or users with more
than “$2,500,000,000 in gross receipts derived from data extraction taxes in this state in
the taxable year.”

Eligible Entities: What news organizations qualify for payments?
e “Qualified taxpayer”: an eligible local news organization or a qualified broadcast station
which is defined as:
“Eligible local news organization”: any person or entity with primary circulation or




INTERVENTION DESCRIPTION

Taxes + Tax or subsidize to

Subsidies internalize externalities of
information production or
consumption.

Taxes + Subsidies

REGULATORY APPROACHES

Tax platforms, or digital ad revenue specifically, to redistribute income (e.g., to fund
journalism) ==-CA AB 2829 (2024) ==-CA SB1327 (2024) or according to the
externalities they cause [102, 103]

Computer & Communications

CCi Industry Association

Opes Markets. Opes Systems. Open Networks,

California SB 1327

e SOCIETAL DIVIDES
AS A TAXABLE

Tax on Digital Advertising Revenue to Fund Journalism NEGATIVE EXTERNALITY

On May 16, 2024, Sen. Steven Glazer and 7 co-authors in the California Senate amended SB
1327, a bill that imposes a “data mitigation extraction fee” on digital services and funnels 0 F D I G ITA L P LAT FO R M S
collected taxes to qualifying publications or broadcasts in the state. A non-comprehensive

summary of significant elements of the proposed legislation and the digital ad tax follows:

Covered Entities: Who is subject to requirements in this proposal? An exploration of the rationale for
e The proposal excludes news media entities and includes taxpayers or users with more lati | ithmi I
than “$2,500,000,000 in gross receipts derived from data extraction taxes in this state in regulating algorithmically

the taxable year.”

mediated platforms differently

Eligible Entities: What news organizations qualify for payments?
e “Qualified taxpayer”: an eligible local news organization or a qualified broadcast station

which is defined as:

o “Eligible local news organization”: any person or entity with primary circulation or




INTERVENTION

Property
Rights

DESCRIPTION

Grant rights to those
infringed by the exchange
of attention + information.

Property Rights

REGULATORY APPROACHES

Rights for owners of intellectual property @ Dir. 2019/790 (2019) == DMCA (1998)
« Rights to privacy @ GDPR (2018) « Rights to have personal data erased — “right
to be forgotten” @@ GDPR Art. 17 (2018)

Right to be cared for by platforms — “duty of care” 2 KOSA (2023) + Right to
allocate our own attention [110] * Right to be compensated for behavioral data
“data dignity” [111, 112] « Restric f data transfer without consent and right to
access own data ®= APRA (proposed) (N/A)



INTERVENTION DESCRIPTION

Property Grant rights to those
Rights infringed by the exchange
of attention + information.

Property Rights

REGULATORY APPROACHES

Rights for owners of intellectual property @ Dir. 2019/790 (2019) == DMCA (1998)
« Rights to privacy @ GDPR (2018) « Rights to have personal data erased — “right
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