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The planned International Observatory on Information and Democracy aspires to be the “IPCC of in-
formation and communication” [12]. To achieve a level of success comparable to that of the IPCC, the
Observatory will need to synthesise data from social media platforms ‘at scale’ and will need to build
a reputation of legitimacy across politically diverse jurisdictions. As a result of these twin necessities, I
believe that the remit and methodologies of the Observatory are subject to at least eight constraints.

The constraints are not strictly binding—it may be possible to circumvent them in small studies, or to
ignore them at the cost of a loss in the perceived legitimacy of the Observatory and an increased risk that
its work becomes politicised. Nonetheless, in the interests of clarity and to provoke discussion I phrase
them below using language that is absolute.

The first six constraints are positive (rather than normative). Their purpose is primarily to promote
accuracy.

1. We cannot assume things are getting worse.

In its remit and research plan, the Observatory cannot presuppose that “democracy” or the “information
environment” are deteriorating. While there are certainly some measures that suggest this is the case in
some places [38, 27], it is not clear that these trends exist when considering the international community in
aggregate. The situation is certainly not uniformly bad across jurisdictions [3]. If the research directions
pursued by the Observatory are predicated on the assumption that things are getting worse—if they
ask leading questions—then the Observatory may produce findings that are inaccurate. Moreover, it may
exacerbate the very risks it is intended to address, becoming a self-fulfilling prophecy. Research has shown
that exposure to concerns about the information environment can in some cases exacerbate polarisation,
lead to reality apathy and reduce satisfaction with democracy [28, 34, 29, 24, 1, 33].

2. We cannot assess truth.

The Observatory cannot assess the truth of information circulating in the public domain. This is for
both political and practical reasons. Politically, becoming the “arbiter of truth” would alienate those
whose preferred information sources are labelled false and likely lead to distrust and politicisation of
the Observatory’s work. Practically, it is simply not possible to properly assess the truth of claims at
scale, because it requires far more work to evaluate false claims than it does to generate them. A strong
indication of the difficulties in assessing truth is that the main organ of the US intelligence community
tasked with monitoring the quality of intelligence work—the Analytic Standards and Integrity (AIS)
division of the Office of the Director of National Intelligence—does not include accuracy among the
criteria it evaluates. Dr Barry Zulauf, former Chief of AIS, states:

We in AIS have not evaluated products for accuracy for 6 or 7 years. In order to put judgements
aside to test for later accuracy, they had to be clearly stated, falsifiable, and include a time-
frame. THEN we had to devote personnel to doing the research through other reporting to
assess accuracy, taking personnel away from the main line of work. AIS has steadily declined
in personnel resources for the past 6 years, and has done NO such evaluation. Before, only a
small proportion of the products we sample, which, in turn was a representative cross-section,
not a statistically significant sample of all production, was evaluated for accuracy. [40]

If the US intelligence community finds it difficult to evaluate the truth of their products, when they
have strong incentives to be accurate, then it is implausible that the Observatory could evaluate accuracy
at scale. In particular, this means the Observatory cannot quantify the amount of false information in
circulation.
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3. We cannot observe intent.

The distinction between misinformation and disinformation hinges on the intent of the person commu-
nicating it [37]. However, intent is not directly observable and, as evidenced by various complex and
lengthy legal cases [7], can require considerable amounts of time to adjudicate. Even if it were possible to
identify false information, it is likely not feasible to partition that into the mutually exclusive categories
of misinformation and disinformation.

4. We cannot verify identities.

Verifying identities online—either to ensure that online accounts are linked to real people, or to ensure
that each real person has at most one account on a given platform—is difficult to do at scale. There are
significant open research questions relating to the prevention of duplicate accounts, often framed in the
language of “Sybil attacks” [5, 32]. While there are some proposed solutions [4, 30, 17, 16, 26, 6, 14], none
are widely implemented or adopted.

The difficulties of verifying identities at scale mean that it is likely not feasible to accurately quantify
the prevalence of bots or inauthentic behaviour on online platforms.

5. We cannot measure persuasion.

Many of the concerns about information and democracy are premised on the belief that communicated
messages can change people’s beliefs and actions in the real world. For example, there are concerns
that medical misinformation disseminated on social media may cause people to take action that harms
themselves or others [23], and concerns that foreign actors may influence the way people vote in domestic
elections [31]. However, outside of narrow experiments, it is difficult both to measure actions and beliefs,
and to attribute those to information consumed online. Perhaps the most salient example is digital
advertising: many studies have failed to find evidence that digital advertising has any effect, on average,
despite the vast sums companies spend on it [15, 13]. Similarly, money spent on political campaigns does
not appear to be a deciding factor [25, 9].

These studies do not suggest that communicated information has no effect. Indeed all human beliefs and
behaviour must be based on some form of information transfer. But they do indicate that the relationship
between information consumption and subsequent behaviour is complex and difficult to observe. It is
unlikely that the Observatory would be able to attribute beliefs or behaviour to the dissemination of
online content, especially in real-world cases where we cannot observe the counterfactual world in which
the content was not disseminated.

6. We cannot pretend social science is physics.

Unlike the IPCC, the Observatory’s remit will predominantly fall within social science. This constrains
the types of activities the Observatory can undertake. Unlike in climate science, where there is one
overriding driver of harm (rising greenhouse gas emissions), the set of factors influencing the quality of
the “information space” is much more diverse, and it is not yet clear which are the most important.
In addition, it is not plausible that the Observatory could define forward-looking scenarios in the same
way that the IPCC does because the trajectory of the information space is highly contingent on human
behaviour in ways that are not able to be simply described.

The final two constraints are normative. Their purpose is primarily to promote perceived legitimacy in
politically diverse jurisdictions.

7. We cannot stipulate where the free speech line should be.

Most jurisdictions have some notion of a right to freedom of expression [18], whilst also criminalising or
allowing legal action against those who commit certain speech acts [39]. In online platforms, legal speech
is subject to additional platform-specific content moderation policies that specify what types of speech
are allowed on the platform [22, 10]. These policies are constantly evolving, are politically contested, and
can differ by cultural context [20]. The Observatory cannot take a granular, detailed stance on where the
line between permissible and impermissible speech falls without risking the politicisation of its work.
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8. We cannot define democracy.

Currently there are 195 member countries of the IPCC [19]. In contrast, only 40 states have so far
become signatories to the International Partnership on Information and Democracy (hereafter, simply
the Partnership), with notable absences including China and the United States [11]. Together, the US
and China have more than 20% of the world population, so it is important that an inclusive international
institution such as the proposed Observatory can accommodate them both. Both China and the US have
very different views of what it means to be a democracy, including how human rights should be prioritised
[35, 8]. However, the Partnership requires signatories to declare inter alia that

The global information and communication space, which is a shared public good of significant
democratic value, must support the exercise of human rights, most notably the right to freedom
of opinion and expression, including the freedom to seek, receive and impart information and
ideas of all kinds, through any media of one’s choice regardless of frontiers, in accordance with
the International Covenant on Civil and Political Rights (Article 19). [11]

It seems unlikely that China would be willing to make such a declaration, given that it has not rat-
ified the International Covenant on Civil and Political Rights [36]. However, both the US and China
publicly claim that democracy and human rights are important [2, 21]. Thus, to the greatest extent
possible without compromising its usefulness as an institution, the Observatory should be kept separate
from the Partnership, and avoid stipulating or requiring particular interpretations of key terms such as
“democracy” and “human rights” in its work. This will increase the likelihood that jurisdictions as diverse
as China and the US will be willing to participate as member states, contribute researchers, and work
towards common ground.

The eight constraints I describe above are not insignificant. That said, I highlight them in good faith,
with the goal of steering the Observatory in directions I think are going to be most positively impactful
and most likely to succeed. So what can the Observatory do?

Establishing a long-term, global database of descriptive data describing the information space and
how it changes over time would be extremely valuable. In each country, what is the degree of affective
polarisation? How do people spend their attention—on what information sources, on what platforms,
and in the presence of what incentives? (This could be called attention accounting.) What are the levels
of trust in the available information sources? To what extent do people’s reflexive opinions agree with
their more considered, deliberative judgements? What is the degree of reality apathy? How are all these
variables trending, both within countries and globally?

A second line of work is both philosophical and experimental. How do we define and measure quality in
the information space, in ways that remain impartial to the semantics of the information and particular
political issues? Having defined quality, what types of mechanisms and incentive structures promote it?
Synthesising such research could be done without going beyond the above constraints and would provide
a roadmap for improvement.
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